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Abstract

In this paper we highlight strategies and choices that make the D0 Data Handling system markedly different from many other experiment systems. We emphasize how far the D0 system has come in innovating and implementing a D0-specific Data Grid system. We discuss experiences during the first months of detector commissioning and give some future plans for the system.

1. The D0 Experiment

The D0 experiment consists of about 500 physicists at 72 institutions in 18 countries [1]. Commissioning of the detector began in March 2001 with the start of the Fermilab Tevatron Collider Run II.  The data handling system for the experiment is fully operational at Fermilab. We are able to deal with data rates exceeding the current and design rates. Computing resources are being used at several locations worldwide, primarily for Monte Carlo data production at this point, but soon for processing and analysis of physics data. 

2. Goals for the Data Handling System

In putting together the hardware and software for D0 data processing and analysis a large number of detailed requirements were gathered. In broad terms we were guided by the following goals: -

· Provide reliable and robust storage of the raw detector data, MC data and other derived data.

· Keep up with production processing. Be able to process raw data files within minutes of writing them to tape. 

· Provide easy, rapid and intuitive access to data on a variety of systems at Fermilab and at remote locations where processing and data storage resources are available to D0 physicists. 

· Provide accurate detailed information on the processing steps that transformed event data – from the trigger through reconstruction and all the way to the creation of individual or group datasets.  

· Provide mechanisms for policy-based allocation and use of disk, cpu, network, tape drive and robot resources.

· Help enable and encourage worldwide participation in Monte Carlo, production data processing and analysis.  

3. Strategies and Choices

Rather than describe the hardware and software components of the D0 system in detail we choose to highlight certain strategies and choices that make the D0 system markedly different from many other experiment systems. We particularly wish to emphasize how far the D0 system has come in innovating and implementing a D0-specific Data Grid system. Later in this paper and in a companion paper [2] we discuss how the system will evolve to share hardware and software components with Grid systems being developed by Grid Projects worldwide [3] [4] [5] [6].

3.1 Keep the Data Store and Data Catalogs separate

Events are stored in data files whose format is immaterial to the data handling system; it is the role of the application I/O package to deal with the persistency mechanism. Event level access is built only on top of file level access, using an event catalog and, for some file formats, an event index.  A “Pick Events” service is not fully implemented yet.  Files can simply be “put” into the Data Store and “got” from the Data Store – by unique file name. A file, once placed in the Data Store, is read only. The Data Store is a logical concept and physically consists of several storage locations worldwide. Data is in the Data Store when it has physically been written to permanent tape or disk storage somewhere. All raw detector data is written to tape storage at Fermilab.  In the case of rare physics streams duplicate files are written on different tapes. In addition to being in the Data Store at one or more storage locations, data may be temporarily cached on any number of disks throughout the entire D0 Data Grid.  A Dataset is a collection of files, described by a Dataset definition, and may be versioned. Input to all data processing steps is a specific Dataset.

Metadata and File Location Catalogs, implemented as relational database tables, describe the data in the Data Store, as well as other files that existed at some stage of data processing and from which the Data Store data were derived. Run and configuration data, input parameters, full processing history, luminosity and calibration data are also stored in relational database tables and their complex relationships to data files are recorded.  Other fairly static data, such as geometry and magnetic field data, are kept in flat files in cvs packages. 

The typical way of reading and analyzing data is to read sequentially through all of the events in a data file. The name Sequential Access through Metadata (SAM) thus came to be used to characterize the data handling approach. So the entire system (rather than just the software components, as it should be) is frequently referred to as “SAM” [7] 

3.2 The Network is the Heart of the System

This is the key design decision.  Each processor or group of processors has locally mounted disks supporting a locally accessible cache of physics data for jobs that run on them. Jobs always read/write data from/to local disk.

Mass Storage Systems provide network-attached tapes that are accessible from designated network nodes.  Files are moved between disk and tape and between disks using  file transfer protocols that run over an IP packet network. 

Files are moved via LAN or WAN in the same way, although the applicable file transfer protocol varies and depends on the source and destination storage elements involved. Each file transfer protocol provides different controls and details about rate of transfer, errors encountered, retries, and the final disposition of the file.  Nevertheless, at the highest level, they all do a basic ‘cp’ of a file from source to destination.  Some protocols use several parallel streams of IP packets to execute a single file transfer e.g. bbFTP [8]. The emerging gridFTP [9] will also soon be supported.  
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On the Fermilab site, where the greatest movement of data takes place, the D0 network fabric has a Cisco 6509 switch at the hub.  This 9-slot switch currently has 26 Gbit Ethernet ports and 240 100-Mbit Ethernet ports operating on a 32-Gbit/second backplane.  It contains an integral IP router capable of forwarding 15 million packets per second.  The switch is upgradeable to a 256-Gbit/second, 100 million packets per second performance level.

Great efforts have been made to ensure that the file transfer protocol (encp) used by the Fermilab Mass Storage System Enstore [10] provides load balancing between multiple network interface cards and works well with buffering of the 6509 switch. We have achieved aggregate throughput of ~ 90MB/sec from Enstore to a single Origin 2000 and believe that the data rate into/out of any system, connected to the switch with sufficient bandwidth, scales linearly with the number of tape drives/mover nodes available, assuming sufficient I/O capability in the system to sink/source each file transfer at close to tape rate (10 MB/sec for Mammoth2 tapes).  We find that one of the 176 O2000 CPUs must be dedicated to servicing each Gbit Ethernet interface.  This results in a 30 MB/sec potential data rate to/from Enstore for each Gbit interface, with >150 MB/sec currently possible on the central analysis system alone.  

The Online system must log data at 12.5 MB/sec DC (25MB/sec peak) and this is easily achieved. 3TB of disk buffer is used, to ensure that robot downtimes do not halt data taking. Files are accumulated and then flushed a whole tape at a time. Therefore the load on Enstore requires only 2 or 3 tapes mounted for online data logging and is rather small. During commissioning we do not reach design data rate, except under artificial test situations. However, we are making duplicate copies of all data, on separate tapes, both to exercise the system and to deal with unreliable tape technology. 
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The Wide Area Network(WAN) between Fermilab and D0 institutions is provided by a 155Mbps connection to ESnet.  This will soon be upgraded to 622Mbps(OC12).  Institutions in Europe are served by their regional research networks, most of which have transatlantic connections at OC12 or greater.  Peering between ESNet and the US University Network (via STARTAP) and all of the international networks takes place either at the Chicago Network Access Point, or one in New York. SURFnet provides an OC3 transatlantic link from the Netherlands as well as 2Gbps into an all-optical switching point in Chicago (STARLIGHT).  The US funds a dedicated link to CERN; currently OC3, with a planned upgrade to OC12 in April 2002. The UK SuperJanet research network provides an OC12 transatlantic connection.  All of this means that it becomes practical to use the national and international WAN as the backbone for the D0 data handling system.

3.3 Build on a Reliable, Scalable, Mass Storage System

The Enstore Mass Storage System (MSS) at Fermilab is a fully functional scalable system [10].  It hides all storage details and presents a simple file copy interface to its users.  It controls and handles automated tape libraries and various tape technologies, including Exabyte Mammoth 1 and Mammoth 2, Sony AIT2 and STK 9840. It provides numerous services to assure that data is written/read correctly to/from tape, including recoveries and retries for both tape and drive errors.  D0 has a dedicated AML-2 tape library at its disposal, with 3 quadra-towers capable of storing more than 0.5Petabytes of data. The Integrated Systems Department, who built Enstore, run central MSS services for all tape libraries (except CDF’s) including an STK silo used by several experiments and projects at Fermilab. 

The choice of tape technology has proved more difficult than anticipated and the “flexible-media” AML-2 tape library has proved somewhat less flexible than anticipated. Exabyte Mammoth 2 tapes, although currently meeting the needs of the experiment for data storage, have considerable operational problems and some data loss problems. Both STK 9940 tape technology and LTO tape technology may offer better reliability at the same, or better tape, cost.  Both are being extensively tested and evaluated.  Fortunately, the D0 Data Handling system can read/write data to any Enstore tape library and any underlying tape technology supported by Enstore, without changing a single line of code.  The final destination of a file in Mass Storage is determined by a configurable mapping table that, when reloaded, can redirect a particular stream of data from one robot to another, or from one tape technology library manager to another, or from one family of tapes to another, based only on parameters in the file metadata.  This is extremely nice!

For some 14 months data were written to Mammoth-I tapes. In the past 2 months about 4 TB of raw data has been written to Mammoth-II tapes.  A total of 30 TB of real and MC data is currently stored on some type of tape. See also companion paper at this conference on SAM overview and operations [11] for further statistics and graphs.

An MSS at Lancaster, based on an AML-J tape library, is currently being commissioned and will use Enstore.  At NIKHEF (Netherlands) there is a local MSS system at the High Performance Computing Center SARA [12] that provides for transparent migration of data between disk and tape. Lyon (IN2P3 Computing Center, France) [13] uses HPSS for migration of data between disk and tape. They have a robotic tape library with 6 silos and a capacity of 720 TB shared among several physics experiments.   D0 currently uses only about 3 TB of storage. Both systems lack the feedback features of Enstore and so appear to SAM as transparent disk storage supporting either a SARA or an HPSS flavor of a “cp” command. Other sites in the US and worldwide may, in the future, provide MSS systems, although the trend is certainly more towards buying a large amount of cheap disk for temporary caching of data.

3.4 Control Data Organization and Placement
Data are written to files based on trigger criteria and files are grouped for writing to tape according to a flexible mapping from physics data streams to physical tape families.  Enstore provides information about the physical tape location when a file is stored.  This information can then be used by the SAM software to request files from tape in optimal order and grouping. Enstore also provides re-ordering and optimization of submitted file transfer requests. 
3.5 Architect the system for multiple processing “Stations” at Fermilab and worldwide

The hardware and software architecture is described in theoretical terms and related to Data Grid architectures in another paper given at this conference [1].

Online Data Logging “Station” is used primarily to store data. Some special options are implemented in SAM software to permit storing of files into the Enstore MSS to continue, even if other parts of the Data Handling system were to be unavailable. The Online systems consist of three Compaq AlphaServers of various types, the main host being a GS-80 with four 731 MHz Alpha EV67 processors, dual Gbit plus dual 100 Mbit Ethernet interfaces, 4 GB of memory, running Tru64 V5.1.  

Farm production System at Fermilab is another production “Station”.  This currently consists of 90 dual Pentium nodes each running Linux and an SGI O2000 file server.  The FBS batch system is used to distribute jobs on those nodes. The operation of this system is described in another paper given at this conference [14]. The SAM software provides for almost all of the bookkeeping needs for the Farm.  Files are transparently staged to the worker nodes for processing, using the same SAM software as on all other Stations.  A data rate well in excess of the 12.5Mb/sec needed to keep up with data taking has been achieved for processing raw data files and storing the resultant output data. 

Linux analysis clusters and build clusters. These “Stations” hold large, locally distributed collections of data for the purposes of analysis. They allow multiple, parallel jobs of recurrent processing of the datasets of interest. The standard SAM mechanisms for data caching and replication apply, and intra-cluster data transfers are performed transparently to the analysis application. Typically, such clusters should have a locally switched network largely independent from outside network connections. Some or all the file systems may be shared on such local network, although the best I/O performance is probably achieved when the data is replicated among the local disks. For external data transfers, e.g., for data exchange with an MSS such as Enstore, such stations may have a few designated file servers with high-speed external network connection. Thus, SAM supports asymmetric clusters with rather flexible configuration, to suit a wide variety of network, disk, and batch system configurations. More details on parallel processing on analysis clusters are available in [15]. 

At Fermilab there are three such clusters operating, although none have been used to their full potential during commissioning. “clueD0” is a cluster of about 50 physicist desktops; all located in the trailers at D0. Also there is an 11-node “linux-build” cluster. Ten of the nodes, dual processor 500 MHz PIIIs with 512MB of memory and 100Mb Ethernet connections, are for general use for building and testing software. Each node has 16 GB of local scratch space and 16GB of SAM cache space. The login areas of the central analysis system are mounted here. One node is dedicated to building the Linux version of the D0 code release. Finally, there is the first of a future series of dedicated analysis clusters, this one devoted to calibration work. Outside Fermilab there are analysis clusters being tested at MSU and Columbia University.

Remote processing Farms are in operation at NIKHEF, Lyon, Prague(Czech Republic), Lancaster(UK) and soon at Imperial College(UK). At NIKHEF 50 dual processor 866 MHz PIII PCs are used solely for D0 Monte Carlo production. A file server with a 1.5 TB disk cache runs the SAM software. The data produced on the farm nodes is declared to SAM on the fileserver and the SAM software takes care of transporting it to Fermilab and to tape.  The only operator intervention is when the jobs are submitted to the FBS batch system; from that point onwards all actions on the jobs and files are automatic.  Similar systems are running and producing data at the other locations – Lyon (100 nodes), Prague (32 nodes), Lancaster (200 nodes). University of Texas, Arlington(UTA) also has a processing Farm of 64 nodes, but sends MC data to Fermilab on Enstore-compatible tapes that are imported into the tape library, along with tape and file metadata for Enstore and SAM. This has high latency and requires human operational support, compared to the network transfers of the remote SAM stations; UTA will shortly be converted to a remote SAM station. Each Station may also be used to process data using the data processing, rather than data storage, services of a SAM station. 

d0test, droid and sam cluster machines are each “Stations” with resources used to create a significant test environment for the data handling system. droid and sam clusters contain multiple linux PCs.  d0test is an SGI with 16 300 MHz IP27 processors and 4 GB of main memory. It contains 5 Gbit Ethernet controllers, 2 Fibre channel controllers and 670 GB of locally mounted disks. Performance and stress testing of the entire data handling system requires all of these.

3.6 Use a big SMP machine for what it is good at – I/O

D0mino, an SGI Origin 2000, is configured with 176 300 MHz IP27 processors. It has 45 GB of main memory, 5 Gbit Ethernet controllers, and 6 Fibre channel controllers with 11 TB of disk mounted. The disk is divided functionally with 6.7 TB used for SAM cache, 2.6 TB of project disk and the rest for general code, temp and scratch use. User login areas are on a 360 GB RAID array NFS mounted from another SGI machine, also serving login areas to workstation and build clusters.  D0mino has 738 active accounts and typically 125-150 users are logged in during the day. The machine availability since its installation in September 1999 has been 99.21% and 99.68% if you exclude scheduled outages. 

Used for program development, debugging and data processing it is primarily intended for selecting and processing “thumbnail” (micro-DST) and n-tuple data, for which the entire dataset from all Runs, will be resident on SAM managed disk cache. CPU resources are managed by SAM and by an LSF batch system. D0mino is also used as intermediate disk cache for SAM servers that route MC data, produced at off-site Farms, through to Enstore Mass Storage.    

3.7  Use a reliable central Oracle database server for catalogs and conditions data

A Sun Enterprise 4500 system with 8 400 MHz Sparc processors and 4GB of memory hosts a production Oracle Server, currently at V8.1.7.1.  A fibre-channel disk array is divided up between RAID 0 and RAID 5 disks with the table data and indexes on 7 sets of 5 18 GB RAID5 disks, with 3 18GB hot-swappable spare disks. An additional 16 18 GB SCSI disks are used for database backups.  This hosts the production database as well as an ‘integration’ instance that is used for thoroughly testing all schema and code changes before applying them to the live production system.  Hot backups are done with the Recover Manager utility, as well as Database exports. Up-to-Date security and patch information is provided through Oracle MetaLink’s email alerts to the DBA team. 24X7 support is provided by the DBAs. Oracle Enterprise Manager and additional in-house monitoring tools provide Database Monitoring, with automatic e-mail alerts.  Prior to a memory upgrade in July the machine had been UP for 6 months. Database downtime has been minimal and only for upgrades or patches, generally with downtime of less than 2 hours, plus occasional 5 minute outages for parameter changes. Another 4 processor Sun Enterprise 4500 hosts a development database, where all software development occurs and all upgrades and patches are first introduced. The largest tables are partitioned. 

Replication of databases, using Oracle-provided tools is well understood, tested and in-use at Fermilab. At present we choose to maintain one central server worldwide, but with the option for partial replication at other sites, as needed. See also the discussion of caching of database information in Section 3.9.

3.8 Maintain enough processing information for “virtual data” (almost)

We currently maintain a great deal of information about the version of the application used for processing at each step, starting from the trigger scripts. This includes input parameters, card files and details about the cvs code versions and all other data used in the processing step – geometry, calibration, etc. Extensions are in progress to allow users to make requests for new MC data and reprocessing of existing data via a web interface. D0 has a tool (mc_runjob) [16] that runs an ordered sequence of executables and feeds output from one to another, allowing both production centers and casual users to generate or process MC data.  This is being extended and generalized to record SAM meta-data at each stage of processing (rather than just at the end) and to work with job management systems such as Condor [17].  All of this is still not enough to reliably reproduce data that has no physical location –but it is a strong step in that direction. 

3.9 Access all meta-data, processing information, and conditions data via a database server

All such data is currently stored in the central database and accessed through an intermediate server layer implementing well-defined interfaces to all database structures, including those used for configuration and monitoring of the SAM stations and servers.  No user application code, or data handling system code ever directly accesses a database.  The only exceptions to this are some web-based tools for meta-data browsing.  Multiple identical database servers may be run, on various machines, provided Oracle SQL access is available there (SQLnet software is free and available). 

In the future database servers may implement local caching of transactions and data, in the case of network outages or central database failure and may get data from other database servers, rather than the central database.  The database servers may also eventually support catalogs in formats other than Oracle relational database tables and through access protocols other than SQL. Such evolution will be entirely transparent to all parts of the Data Handling System and will be part of evolving the SAM system towards Grid standards and tools. 

This design decision means not only that the system can evolve towards standards, but it also provides a place where the tricky problems of schema evolution, and some of the nightmares of managing and interoperating different versions of data handling software, at different sites, can be somewhat graciously handled.  

3.10 Provide Hooks and Knobs for Resource Management

The SAM system allocates resources by Access Modes, Stations and D0 physics groups [18] [19]. Both prioritization and fair sharing are supported, with the former primarily intended for Access Modes and the latter for physics groups. Prioritization by Access Mode is well understood, with the online detector data taking being the highest and random event picking being the lowest priority modes. Fair sharing is more flexible and incorporates all the known resource types for which the corresponding users realize benefits. The system allows dynamic configuration of benefit type weights, possibly reflecting shifts in the relative importance of different benefit types. These are the independent variables at the disposal of administrators to configure. For example, at Fermilab, our most scarce resource initially is the robotic arm in the Enstore MSS, and the fair share allocation and scheduling penalizes jobs that incur large number of tape mounts. With the wide deployment of the distributed disk cache, network bandwidth for inter-station data transfers is likely to become a scarce resource, and SAM and system administrators will be able to adjust accordingly.

3.11 Make specifying data for analysis easy and intuitive!

A query language has been designed that permits complex queries to be formulated based on “dimensions”, i.e. characteristics of files and sets of files derived from database relationship.  A command line interface, as well as a GUI, is available.  This is a good basis on which to build, although at present it is not as easy, or as intuitive as we need for the final system. Also browsing and locating existing datasets needs improvement. During commissioning, when data from specific runs is processed and reprocessed, a simple example definition for a dataset to run on the Farm is: - 

“(RUN_NUMBER 125200-125299 and DATA_TIER raw) and (DATA_STREAM all% minus (VERSION_ANALYZED t01.52.00-patch and APPL_NAME_ANALYZED d0reco and FILE_ANALYZED >0))”

This selects all raw data files for the run range, in all physics streams that do not have associated files created with the application reco version t01.52.00-patch.  Queries may be much more complex and may refer to sets of files. 

3.12 Automate error recovery and provide logs and traces for all software components 

This is actually done, but the challenge is now to keep the right level of ‘significant event’ information locally compared to centrally and to better interpret the information for monitoring and performance purposes. Perhaps Grid Monitoring Architectures [6] will help, it seems there is a long way to go for these emerging Grid-related ideas and proposed standards to be useful for a real production system.

3.13 Build for the future – to adapt to change

As mentioned at various times throughout this paper the D0 Data Handling system was designed and built as a fully distributed system, based on many of the ideas now popular in HEP Grid projects.  There are concrete plans to modify and enhance the system to make use of emerging Grid technologies. It is clear that many of the people and resources of D0 will be strongly intersecting with those of the LHC experiments and it is entirely appropriate that the D0 system evolves to the same Physics Data Grid Systems that will be put in place for the LHC. 

4. Current Experiences – Are we meeting the goals? 

Many of the goals are already being met with the current system.  Data can be reconstructed on the Fermilab Farms within minutes of being written to tape, if desired.  The distributed architecture of the system is working well and several remote SAM “Stations” are regularly and continuously providing datasets derived from MC data, normally without entering all of the intermediate data files into the Data Store, either at Fermilab or at their local institution. There are 361 registered SAM users, 14 active production Stations and together they have defined over 5000 datasets and run about 20,000 jobs. The “Station” strategy and architecture has encouraged and facilitated data production(MC) worldwide. We feel sure it will facilitate analysis of data worldwide, by a greater number of physicists.  
5. Future Plans and Conclusions

There is much left to do.  The facilities for transparent transfer of data, routing through intermediate “Stations”, and for movement between disks, exceeds our ability to intelligently manage all the resources.  The experiment must be able to make use of resources that it does not fully own and we must integrate with other job management systems - work that is already underway. The job management and submission facilities are primitive. We must make sure that the system is fully scalable so that all 72 institutions of D0 could have a “Station” running locally.  Some extra friendly interfaces need to be built in order to satisfy the final end user, who wishes to specify a dataset in the simplest terms, and run his/her application without knowing anything at all about the underlying system. Some of this work will be done by and for D0. Some will occur in the context of Grid computing projects in the US and Europe. We believe that we will be able to take advantage of this work, to contribute ideas and real-world experience, and to use the D0 system as an excellent testing ground as we evolve to a full collaboration-wide D0 Data Grid system in the next 12 to 18 months. 
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Green shows periodic file movement from NIKHEF to Fermilab, under SAM control, using a single bbftp session with 7-way parallel transfer. Week of July 20, 2001. 
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